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• Building quality Machine Learning (ML)
software is challenging

• Requires domain, ML, and
software engineering knowledge

• Difficult for organizations to find
individuals possessing requisite
knowledge

• MDE holds promise in facilitating
development of ML software

• Our goal: Demonstrate feasibility of
applying MDE in ML domain through a
baseball analytics use case

Motivation

Proposed DSML (Breuker 2014)

• Plan on extending and applying proposed, but
untested, DSML (Breuker, 2014) built on the
Infer.NET C# library

• Implement code generation
• Apply it to a specific Baseball Analytics use case and

compare against existing work
• Binary classification problem: Predicting the

next pitch in a baseball game (Fastball or
Non-Fastball)
(Ganeshapillai & Guttag, 2012)

• Construct several different model instances with 37
different features (Home/Away game,
Handedness, etc.)

• Model instance uses count (# of
balls and strikes) as a feature to
predict the next pitch

• Contains three observed variables
with a factor representing the
relationship between them

• This relationship ultimately
produces weights to be used for
inference and prediction

• This DSM models 2 features,
whereas our target DSM will
model 37

Sample Inference Code

Details of Approach Initial Example

Sample Model Instance

Sample Training Code
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